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Abstract—In an ideal world, deployed machine learning mod-
els will enhance our society. We hope that those models will
provide unbiased and ethical decisions that will benefit everyone.
However, this is not always the case; issues arise during the data
preparation process throughout the steps leading to the models’
deployment. The continued use of biased datasets and biased
processes will adversely damage communities and increase the
cost to fix the problem later. In this work, we walk through
the decision making process that a researcher should consider
before, during, and after a system deployment to understand the
broader impacts of their research in the community. Throughout
this paper, we discuss fairness, privacy, and ownership issues in
the machine learning pipeline, assert the need for a responsible
human-over-the-loop methodology to bring accountability into
machine learning pipeline, and finally, reflect on the need to
explore research agendas that have harmful societal impacts.
We examine visual privacy research and draw lessons that can
apply broadly to artificial intelligence. Our goal is to provide a
systematic analysis of the machine learning pipeline for visual
privacy and bias issues. With this pipeline, we hope to raise
stakeholder (e.g., researchers, modelers, corporations) awareness
as these issues propagate in the various machine learning phases.

Index Terms—visual privacy, fairness, human-over-the-loop

I. INTRODUCTION

As society progresses, humans are becoming more depen-
dent on the accessibility and convenience that technology
offers. Everyday a large amount of visual content is uploaded
to Social Media Networks (SMNs) from billions of users
across the globe, which can explain the large amounts of
sensitive data that is available online. While these ecosys-
tems have goals that revolve around helping people build
connections with others; there are gaps in the methods used
to protect the information for individuals and corporations
who share or collect content [1]–[7]. The increased upload of
images and videos emphasize the need for privacy protection
and mitigation strategies for visual content. Visual privacy
techniques extend from SMNs to connected networks, smart
cities, lifelogging, and much more [8]. Various harms can
occur as a result of sensitive information being displayed,
which makes visual privacy a growing area of concern [2], [3],
[9]. Existing technologies in the industry can show a disregard
for protecting the information of individuals who share visual
content or for individuals who are captured in the content [4],
[6]. While research is being done to address these concerns,
there exists a gap in understanding the overlap between

fairness, privacy, and user-feedback for issues regarding visual
privacy in the machine learning (ML) pipeline.

A need for visual privacy has emerged from SMNs and
the integration of Internet of Things (IoT) devices that can
expose sensitive information through visual content [10]–[12].
The constant sharing and storing of videos and images bring
skepticism about individual privacy and rights [13], [14].
Researchers have created datasets, models, and deployed appli-
cations that they believe will provide privacy to its’ users [14]–
[20]. Within these algorithms and systems, researchers should
continually make decisions to assess the fairness, privacy,
accessibility of the data and model in regard to the commu-
nities they serve. Bias can be curated from the data collection
process, reinforced in the model’s training, and systematically
imposed in the deployment phase [21]. With privacy and bias
issues arising throughout the ML pipeline it provokes the
question: does the impact from model development procedures
outweigh the societal benefits?

The goal of this paper is two-fold. First, the aim is to
understand visual privacy and fairness as their issues intrude
into the ML pipeline and potentially impact the stakeholders
and community where the pipeline is deployed. Secondly,
we provide a comprehensive pipeline indicating fairness and
privacy issues and propose an auditing strategy to reduce these
affects in visual privacyresearch. In this paper, we discuss
several privacy, fairness, and ownership issues that can arise
in the ML pipeline (§ II, III). We argue for the use of
humanover-the-loop strategies to discover privacy and fairness
issues in ML. We extend this technique to suggest two auditing
processes: Fairness Forensics Auditing System (FASt) and
Visual Privacy (ViP) Auditor (§ IV). Finally, reflect on the
need to pursue research agendas that have harmful societal
impacts (§ V). We continue our discussion on critical decisions
that are often overlooked when deploying ML models in an
extended version of this article [22].

II. DEFINING THE MACHINE LEARNING PIPELINE

We describe the ML pipeline as having three phases (Fig. 1).
Phase 1 is the Data Preparation process. This phase includes
considerations of (1) raw data sources, (2) data collection
processes, (3) data storage, and (4) data cleaning processes
that a researcher should explore before entering into the next
phase. Data can come from anywhere and everywhere. With
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so many data source possibilities available, the researcher
should consider which sources are relevant to them. The data
collection process for researchers can include using existing
image datasets, social media datasets, or web scraping methods
in respect to the visual privacy research task. Once a dataset
is collected, a researcher could employ data cleaning tasks
(e.g., crowd-sourced labeling) to derive an optimal dataset and
labels.

Data 
Collection

Data 
Cleaning

Test 
Data

Validation 
Data

Training 
Data

ML Training

Model

Model 
Analysis

Model Output

Data

Phase 1: Data Preparation Phase 2: Modeling Phase 3: Deployment

DataRaw 
Data

Fig. 1. This figure illustrates the traditional ML pipeline. The pipeline has
three phases: data preparation, modeling, and deployment.

In Phase 2, shown in Fig. 1, we begin the Modeling process.
The cleaned data from Phase 1 can be divided into three
datasets: training, testing, and validation. Training data is
used as input for the ML algorithm. After training with the
researcher’s desired ML algorithm, the researcher receives a
model to run testing and validation datasets on. The model
provides the output of the performance with several metrics.
This new information can be used for refining the model before
entering the final phase of the pipeline.

The last phase of the proposed machine learning pipeline is
Deployment. The Deployment phase uses real-world data as
input for the selected model. The researcher or end-user will
see the real-world applications and results of their selected
model from Phase 2. This phase allows the researcher to eval-
uate their model’s performance and impact in the communities
that they serve.

A. The Guise of Pipeline Ownership

Researchers must consider who has ownership of the data
and model at each phase before beginning these processes.
These considerations are essential when protecting the privacy
of individuals and biases that the owner could impose.

At the Data Preparation and Deployment phases, the
researcher should consider who are the owners of the data
and how they are receiving the content. This can explore
if online images belong to the users or the corporation, if
existing datasets belong to the proprietary researchers, or
if agreements on volunteered data belong to companies or
individuals. Furthermore, if the researcher is using online
resources for data processing, the researcher should consider:
how is the data stored, does it still belong to the researcher,
and what information is being stored on these platforms.

In the Modeling and Deployment phases, the researchers
should consider who holds ownership of the model. Considera-
tions should be given to understand if the rights and ownership
of the model are owned by the researcher, company, or from a
third party [23]. The data uploaded to the model could lead to
an individual perceiving that their privacy has been breached

due to the authorization and ownership of the model. If a
third party owns the model, it is important to consider what
information they are collecting from the use of itand who they
share this information with. Throughout each phase of the
ML pipeline, the stakeholders should continue to ask tough
questions and make critical decisions that are ethical, fair, and
in the best interest of those the technology is meant to serve.

III. EXPLORING PRIVACY AND FAIRNESS CONCERNS IN
THE VISUAL PRIVACY ML PIPELINE

Efforts to implement technology that serves to mitigate
harm are the motivation behind visual privacy research. In
this section, we will discuss privacy and fairness issues that
frequently occur with developing and deploying visual privacy
systems. Examples of these issues are shown in Fig. 2 and
Table I. We suggest that when evaluating visual privacy
systems, researchers should consider bias issues as they arise
in the ML pipeline.

A. Privacy

Visual privacy issues can arise at any point in the ML
pipeline. The stakeholders must be aware of these issues and
develop ways to solve them proactively as they arise.

1) Obtaining Visual Content Consent: Researchers can
use large public image data sets [19], [32], [33] to train
ML algorithms to perform various visual privacy research
tasks [16], [17], [34]. Additionally, when collecting a large
amount of data, many researchers question the use of web
scraping methods to obtain this data [35]–[38]. Large data sets
can be labeled using crowd-sourcing methods [32], [33], [39],
[40]. While researchers’ efforts can focus on creating systems
to help with visual privacy, their approach in collecting data
can bring rise to privacy and ethical concerns in Phase 1 of
the macine learning pipeline. The methods that researchers
use to collect this data can overlook individuals’ privacy,
consent, and protection. When collecting visual content or
using existing datasets, researchers can un-intentionally collect
private content containing minors or bystanders [41]–[45]. The
topic of consent is essential to gauge participants’ willingness
to participate in the study or research. For traditional studies
that include people or living subjects, specific procedures
and policies need to be followed according to a governing
entity (i.e., institutional review board), so what excludes visual
privacy research from policies and procedures when using
personal data?

2) Multiparty Conflict (MPC): Images and videos can be
owned by multiple people [46]. Co-ownership issues can arise
from several situations; a few are (1) individuals engaging in
group photos, (2) a person responsible for other individuals
(e.g., children, pets), (3) a person having physical possession
of images of others on their device [47]. These types of conflict
can affect the privacy of minors [48], [49] and bystanders [41],
[44], [50]. This co-owned content can cause privacy leaks
without it being the individual’s intent [51]. In the ML
pipeline, the researcher should consider possible issues for
MPC in all phases.
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TABLE I
THIS TABLE DISPLAYS THE PRIVACY AND FAIRNESS ISSUES IN VARIOUS PHASES OF THE MACHINE LEARNING PIPELINE. THE DESCRIPTION PROVIDES A

HIGH-LEVEL OVERVIEW OF WHAT THOSE ISSUES ARE. THE CHECKMARK (D) INDICATES THAT THOSE ISSUES COULD ARISE IN THOSE PARTS OF THE
PIPELINE.
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Obtaining Content
Consent

Exploring the ethics and privacy methodology of
researchers to obtain consent for collected visual
content on a public domain.

D D D D
Multiparty Conflict Understanding privacy concerns for images and

videos which are owned by multiple persons.
D D D D D D D D
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Image Removal Re-
quest

Determining when and how visual consent should be
removed from the pipeline via requests.

D D D D D D D
Historical bias The inherent bias from a biased world is absorbed by

the source data. [21]
D D

Algorithmic bias The bias relates to the algorithm in the ML
pipeline, and it could have different bias sources and
types. [24] [25] [26]

D D D D D D
Software
Discrimination

The output from a predictive software used to aid
in decision making may lead to unfair consequences.
[27]

D D
Individual fairness Similar individuals should be treated as similarly as

possible. [28]
D D D D D D

Group fairness The groups defined by protected attributes should
obtain similar treatments or equal opportunity as the
privileged group. [29]

D D D D D D
Disparate treatment Protected attributes are directed applied in the process

of modeling where unfairness occurs. [30]
D D D D D D

Fa
ir

ne
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is
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es

Disparate impact Even though the protected feature is not directly
using, its relevant features still could lead a selection
process to make unfair outputs. [31]

D D D D D D

Considerations for content ownership and individual rights
should be made early in the pipeline. When working with
visual content, it can be necessary to seek permission from
all parties involved. Multiparty Conflicts can enter the ML
pipeline as early as the Data Preparation phase. In the
Deployment phase, the real world data used for the ML task
can bring rise to this issue.

3) Image Removal Requests: When collecting data and
using existing datasets, ownership issues will arise and should
be addressed early and appropriately. Instead of using “public”
resources, researchers should seek participation consent from
individuals. This becomes important when using data for
research and in deployed systems. This raises the question,
what to do if an individual’s visual content is requested to be
removed from the dataset and the model’s training phase? In
July 2020, MIT decided to remove the 80 Million Tiny Images
dataset because of the bias and offensive labels that occurred
in the dataset [52]. If researchers have used this dataset, these
issues can affect the credibility of their work and the deployed
system, if one exists. Image removal requests can affect all
phases of the ML pipeline and should be handled accordingly.

B. Fairness
In this section, we discuss three typical fairness issues.

These biases sneak into most steps of the ML pipeline and

could propagate to other parts of the pipeline. These three
general issues can lead researchers to think about where or
when bias can occur. Later, in the algorithmic bias section, we
will discuss four more specific biases (i.e., individual fairness
versus group fairness, disparate treatment versus disparate
impact) that explore who is affected and how those issues
arise in the pipeline.

1) Historical Bias: When data is generated, the inherent
bias from the world could stealthily engrave into data. Histori-
cal bias can enter the ML pipeline at the start point of the Data
Preparation phase and the Deployment phase. Even under
ideal sampling and feature selection, historical bias could still
exist and cause concern. When the historical bias proliferates
through the ML pipeline, it can impact modeling and decision-
making in the deployment stage [21], [53].

2) Algorithmic Bias: Algorithmic biases are bound together
with each process in the ML pipeline. Roughly, algorithmic
bias is focused in the Modeling phase. Because algorithms are
connected with every part of ML systems, there are different
bias sources and types from different components of the ML
pipeline. The algorithm’s bias could be sourced from biased
training data, a biased algorithm, or misinterpretation of the
algorithm’s output [26]. Identifying the source of algorithmic
bias contributes significantly to dissolving the fairness issue. In
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addition, we must also consider the types of algorithmic bias.
Usually, we can start to think about who is the victim impacted
by the algorithmic bias. For example, similar individuals are
treated inconsistently based on the predictions of the model,
while individual fairness requires that each similar individual
should be treated as similarly as possible [28]. As a more
general example, group fairness considers groups defined by
protected attributes (e.g., gender, race), and it requires that
the protected groups should obtain similar treatments as the
privileged group [29]. Group fairness is also referred to as
statistical parity or demographic parity.

After identifying who suffers from the algorithmic bias, it
becomes increasingly important to understand how fairness
issues arise in the ML pipeline. Disparate treatment, also
known as direct discrimination or intentional discrimination,
occurs when protected attributes are used explicitly in the
ML system. Consequently, disadvantaged groups identified
by the protected attributes are deliberately treated differently.
Disparate impact referred to indirect discrimination or unin-
tentional discrimination, is pervasive and entrenched in our
society [31]. Regarding disparate impact in the ML pipeline,
it exists under the guise of correlated variables that implicitly
correspond to the protected attributes.

3) Software Discrimination: Last but not least, software
discrimination appears at the end of the entire ML pipeline,
which is the Deployment phase, and bias could still exist due
to the problematic model. After an ML model is passed to its
end-users, the interpretability and transparency of the model
can benefit from identifying and mitigating potential bias
generated by the software. Researchers have developed many
tools that audit fairness for a deployed ML model. Tools like
IBM’s AI Fairness 360 toolkit [54] implement fairness metrics
and bias mitigation algorithms. Other works have generated
test suites to measure software fairness from a causality-based
perspective [27].

C. Overlaps in Privacy and Fairness Issues

VP Issue

Data 
Collection

Data 
Cleaning

Test 
Data

Validation 
Data

Training 
Data

ML Training

Model

Model 
Analysis

Model Output

Data

Phase 1: Data Preparation Phase 2: Modeling Phase 3: Deployment

Data

Fairness Issue Both VP and Fairness Issue

Raw 
Data

Fig. 2. In the ML pipeline, we indicate where privacy (green) and fairness
(red) issues could arise. Possible overlaps in the system are defined in orange.

From Fig. 2, we can observe that some steps that contain
both visual privacy and fairness issues. When both issues arise,
researchers should be ready to deal with them; otherwise, they
will affect the system’s outcome. For instance, a model builder
perceives that the protected groups could be affected by the
fairness issues in a facial recognition system. Consequently,
the modeler strives to collect more data to make up for the
disproportion. However, the privacy risk for the data collection

could be an unexpected problem and is increased for the
underrepresented group [55].

IV. INTEGRATION OF INTERACTIVE AUDIT STRATEGIES
FOR THE MACHINE LEARNING PIPELINE

ML models are constantly being updated once deployed to
the real world; regular updates help to avoid and minimize
costly errors. Differences in the time between error discovery
and model correction for the deployed model are crucial.
Systems should be able to respond to unexpected bias before,
during, and after deployment.

It could be impossible to erase the damage caused by the af-
termath of a system; however, stakeholders could start making
a change now. One way to do this would be using an inter-
active ML approach, human-in-the-loop [56]–[59]. Training
in the human-in-the-loop framework requires humans to make
incremental updates to anticipate issues [60]. Traditional ML
pipelines conduct training on their own without interference
from humans. To debug these models, the researcher must
begin a thorough investigation of the models’ predictions,
parameters, and data after the learning has been completed.
An interactive approach would allow a person in the model’s
training process, which will reduce debugging and runtime.
The human is able to check the learning for the model and
coach the model to meet the desired result in a feedback
cycle. Feedback cycles allow the researcher to provide positive
feedback iteratively to the model after viewing the processes.
This can allow the researcher to understand the possible bias
and privacy issues in the model and mitigate it immediately.
This approach can be extended to various ML research areas
in fairness, computer vision, and privacy.

In traditional human-in-the-loop approaches, the human
becomes a bottleneck for the feedback process. In light of
this, we suggest using a human-over-the-loop approach [61].
Human-over-the-loop allows researchers to step into the
pipeline as needed to perform corrections. This removes the
necessity of a human approving each iteration of the model.
With this feature integrated in the ML pipeline, the researchers
should consider having multiple “humans” to monitor the
training. This, in turn, can lower response times to resolve
biases that may be imposed from “humans” during learning.
Based on the human-over-the-loop technique, we propose the
use of two interactive auditing strategies that can reduce fair-
ness and privacy issues to allow researchers to conceptualize,
develop, and deploy safer visual privacy systems.

A. Fairness Forensics Auditing System (FASt)

ML bias is a rising threat to justice, and it has been
investigated in broad areas, including employee recruitment,
criminal justice, and facial detection. ML research can cause
unanticipated and harmful consequences on our daily life
while decision-makers begin to utilize the result of the output
from ML algorithms without considering fairness. Fairness
forensics focuses on supporting data scientists and modelers
to inspect a dataset or a new model by techniques and tools
evaluating for bias.
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Data 
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DataRaw 
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Fig. 3. This figure illustrates the feedback loops when human-over-the-loop
techniques are implemented. The green lines denote audit traces for feedback
loops. The loops that are suggested to have a ViP Audit are denoted with a
VP marker. The loops that are suggested to have FASt are denoted with a FF
marker. Data Preparation has one feedback loop from Data to Data Cleaning.
The Modeling phase has two feedback loops: (1) from model analysis to ML
training, and (2) from Model Analysis to Data (in the Data Preparation phase).
In the final phase of the pipeline, the deployment loops are from (1) Output
to Data (in the Data Preparation phase) and (2) Output to ML training in the
Modeling phase.

Fairness forensics requires overarching understandings of
the types of bias, the entire pipeline of ML systems, and
the analysis of bias on different pipeline stages. It is vital
to understand how biases have harmful impacts on different
communities of people when deploying ML systems related
to visual privacy in societal domains. Fairness forensics has
three major tasks: bias detection, bias interpretation, and
bias mitigation. People can use fairness metrics to evaluate
the input or output of ML models for bias detection. Bias
report generator tools and bias visualization tools facilitate
analysis and interpretation of bias for humans to understand
the meaning and impact of bias detection results. Once the
bias is discovered, bias mitigation strategies can be applied
by the interventions to the input data, the algorithm, or the
predictions. Bias mitigation algorithms can be categorized into
three types: pre-processing, in-processing, and post-processing
algorithms [54].

B. Visual Privacy (ViP) Auditor

For actively investigating visual privacy research, we pro-
pose the use of a human-over-the-loop technique specifically
designed to handle privacy, classification, and computer vision
issues. Visual privacy systems are comprised of multiple ML
techniques and strategies. We envision the ViP Auditor as a
comprehensive auditing tool that will enable researchers to
use visual analytics [62] to understand the models’ learning
process. During learning, the modeler will be able to enhance
the feedback process by using similar schemes as Model-
Tracker [58] or Crayons Classifier [63]. The modeler will pro-
tect individual privacy in the learning process by incorporating
visual privacy mitigation strategies built into the ViP Auditor.
For Model Analysis, the researcher can understand the dataset
attributes (e.g., number of faces, number of privacy leaks for
each category), the models’ classification performance, and the
perceived privacy risk score of the model.

C. Understanding Pipeline Integration

From the Data Preparation phase in Fig. 3, researchers
examine the dataset, data labels, and ownership for the content

regarding privacy concerns. This loop allows a researcher
to consider the initial privacy concerns (in Section III) and
develop other strategies to mitigate them. In the Modeling
phase, the researcher should employ auditors at both feedback
loops (see Fig. 3). The first feedback loop allows the researcher
to conduct a privacy evaluation from the model’s output.
Evaluating the results from this feedback loop enables the
human-over-the-loop to step in and make changes to achieve
the desired level of privacy in the model. Auditing at this phase
of the pipeline allows researchers to accurately correct recog-
nition errors (bounding boxes, instance segmentation) from
the models’ learning. The second feedback loop conducts a
privacy evaluation that allows the researcher to identify issues
within the dataset from the Model Analysis. When the dataset
issues are identified, the researcher can collect more data,
remove the data from the pipeline, or add more tags/labels to
mitigate privacy concerns that arise. The Deployment phase
feedback loops consider the real-world output from the model.
With auditors in place at this phase, the stakeholders can
understand privacy issues as they arise. The stakeholders can
fix issues in deployment as they arise by sanitizing the data
and re-training the model. The ViP Auditor will produce a
privacy risk score based on the models’ performance and flag
potential privacy issues.

The feedback loop from FASt is similar to the loop from
the ViP Auditor. Fairness forensics system feedback occurs
at different steps in all three phases of the ML pipeline
(see Fig. 3), and it can encourage researchers to sanitize their
data or adjust the model. The process of fairness forensics
allows the human-over-the-loop to determine the need for
human intervention and assess for fairness in order to achieve
social justice. Imperfect fairness metrics or conflicting fair-
ness objectives [64] means humans will need to intervene to
maintain performance guarantees.

V. DISCUSSION

Being mindful of the societal impacts, evaluation methods
(i.e., FASt and ViP) and monitoring strategies (i.e., human-
over-the-loop) have been presented as mitigation techniques to
reduce errors in the ML pipeline and in the deployed system’s
life cycle. However, there are no full-proof techniques for
ensuring that the software is exempt from producing harm. For
a stakeholder to know when to halt deployment implies that
they have developed a plan for the system and require human
intervention throughout the ML pipeline for proactive decision
making. Monitoring for privacy and fairness issues and their
potential to harm the community throughout the software’s
life is an essential part of this. When evaluating the fairness
of a model, a researcher can explore the model’s training data
and performance metrics to decipher sub-trends and anomalies.
From this evaluation, the researcher can generate an idea of
what success can look like from their model.

It might also be helpful to pivot directions for the machine
learning model to avoid going too far down a path that could
prove disastrous for marginalized communities. There may be
a point at which the model is beyond recognition. It may be
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worth completely re-imagining the ML pipeline or abandoning
the effort altogether when it has strayed far from its’ intended
goal. Before completely re-imaging or abandoning the model,
the researcher could integrate human-over-the-loop techniques
to improve the ML pipeline’s consideration for privacy and
fairness. The decision of which route to go ultimately involves
the researcherevaluating the trade-off between the safety for
the impacted communities or the potential accomplishments
of producing innovative software. Success should be inspired
by the ability to impact society positively, not by a system’s
ability to quickly solve an idea. Questioning when to stop in
the ML pipeline should include prioritizing societial impact
and the affect on marginalized communities.

Halting deployment on a project that has gone awry should
be seen as a successful learning result, not as a failed project.
If permissible, the stakeholder should consider opening up the
research project or system for external review to cultivate a
meaningful conversation around learning from the harms that
development and deployment could have caused.

VI. CONCLUSION

Researchers should closely monitor data preparation,
modeling, and deployment processes to avoid harming com-
munities and stakeholders. The decision making process for
researchers can be challenging, but it is imperative to continu-
ally evaluate to improve the model’s learning process and the
deployment outcomes for the communities they serve. When
building a visual privacy model needing large amounts of data,
it can be easy to obtain datasets that are widely distributed,
but may not have been examined for discriminatory, private. or
fairness issues. This work discusses privacy and fairness issues
that frequently occur in the ML pipeline that could emerge
at various phases. We also assert the need for responsible
auditing systems to bring accountability into model training
and the deployed system. To do this, we propose using human-
over-the-loop strategies to introduce interactive auditing for
fairness and privacy. With ML pipeline audits and engaged
researchers, the evaluation and consideration given to project
development and deployed systems can become a standard
procedure. These proposed mitigation strategies are the first
steps of a much needed effort to address privacy and fairness
issues in the ML pipeline.

VII. FUTURE WORK

We believe that apart from suggesting an interactively
auditable ML pipeline, future research should consider the
trade-off between privacy, fairness, and model accuracy in
these systems. In addition, we will develop a strategy for
determining a failure rate for ML models to provide a mecha-
nism for researchers to continually evaluate if their system is
successful. These considerations warrant further investigation
to determine the success and limitations of deployed systems.
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