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Abstract

With the growth and accessibility of mobile devices and
the internet, the ease of posting and sharing content on so-
cial media networks (SMNs) has increased exponentially.
Many users post images that contain privacy leaks regard-
ing themselves or someone else.

To mitigate the prevalence of privacy leaks on social me-
dia, we propose a computer vision system to identify content
and mitigation techniques to reduce exposure. Being mind-
ful that the data collected accurately reflects the population
of the users and evaluating the ethical aspects of sensitive
content are imperative in this development process.

1. Introduction

According to Pew Research Center, 79 percent of Amer-
icans online use Facebook, 32 percent of Americans on-
line use Instagram, and 24 percent of Americans online use
Twitter [3]. Any content posted to social media networks
(SMNs) can be lost to someone else even after removal of
the content. Stolen visual content can then be used as a
transport vector for other types of cyber-attacks or social
engineering [4, [7].

In this paper we will analyze various ethical and privacy
issues in relation to privacy leaks on social media, the data
collection process, and the sensitivity of the images col-
lected. In particular, we aim to analyze biases that arise
in collecting data, pre-processing data and structuring the
algorithm [6] for our object detection model, and privacy
concerns surrounding the sensitive information that is col-
lected (e.g. passport, licenses, credit card information).

Following our use of computer vision techniques to iden-
tify “private” information, we propose and incorporate a
privacy scoring metric to gauge a users privacy leaks, which
computes an individuals’ probable exposure regarding their
visual content leaks. Private visual content exposes intimate
information that can be detrimental to our finances, personal
life, and reputation. Private visual content can include baby
faces, credit cards, phone numbers, social security cards,

house keys and others.

2. Biases in Processed Data

When collecting data to begin the computer vision pro-
cess, a number of issues surrounding the idea of model
transparency and ethics were taken into consideration. The
sections below describe these topics in greater detail.

2.1. Data Collection and Training

In studies related to image object detection and privacy,
the importance of ensuring all populations of every respec-
tive group are measured fairly and accurately is impera-
tive to reduce bias in machine learning and computer vision
models [8]]. The exposure of population groups in machine
learning processes is essential for organizations to make ad-
vancements in services and applications. For example, on
social media networks computer vision is used to identify
individuals who maybe be tagged in other photos.

Racial Demographic Infant Photos In Dataset (In Percentage)

Caucasian 90.30% (149)

African American/Black 6.70%(11)

Asian 1.20%(3)
Hispanic 1.80% (2)
Total 165

Figure 1. The racial demographic collection of original model.

While training, we noticed that the population distribu-
tion in detecting children/babies was skewed. The model
accurately identified “babies”, however due to the lack of
racial backgrounds the model showed biases. Based on our
model at the time, and the graph in Figure [T| depicting that
data, African American infants only accounted for 11 out
of 165 total photos. Photos for Hispanic infants were at 3,
Asian infants were at 2, and Caucasian infants accounted
for 149 photos for the data set. In order to ensure that the
accuracy rate was improved, the visual content collected for



the category, “babies”, contained a variety of infants rang-
ing in skin tone. Taking all of these factors into account,
our original model was revamped to improve the precision
and recall of the object detection model. Simply search-
ing the term ’babies’ in Google does not give an accurate
representation of all groups and populations. We wanted to
incorporate as much data as possible without over-training
the model to alleviate this issue.

In a real-world deployment of this system, the scope of
this application will need to meet every users needs regard-
less of race, age, disability, or gender. The unintentional
biases from web crawling data sets raises a valid concern.
Intentionally working to eliminate the potential for classifi-
cation inaccuracy is an important process to create a model
that will distinguish privacy leaks from other objects.
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Figure 2. Flow of System Implementation

3. Resolving biases for Implementation

When developing a system that employs the computer
vision algorithm, we investigated methods of transparency
and ethics that could influence the user’s concept of privacy
in visual content. The sections below describe these topics
in greater detail.

3.1. Designing Strategies for Model transparency

Given the various categories and examples in which vi-
sual content can be exploited, we are building a visual in-
specting system that will further help us understand those
risks and mitigate them. Our system collects data from
SMN:ss (via crawling on social media), and deploys the ma-
chine learning object detection techniques to identify poten-
tial privacy leaks in the content.

This system employs various methods of communication
with the application users. To give the users customizability
and different levels of interaction, it is important to create
several modes of interaction and communication. To create
this system, we are are implementing the following eight
mitigation techniques [[1]:

e Technique 1 - Client app (Figure[3h). A user can down-
load a third-party application on various electronics

a- Client app

b - Privacy Fairolier
¢ - Chaperone bat
d - Calegory tagger
e - Privacy Scorer
f- Server app

g - Interceptor

h - Redactor

Figure 3. The location of each proposed mitigation technique.

(e.g. cellular phone, laptop) to alert the user if posting
potential leaks. This third-party application will pre-
screen visual content (images, videos) before it can be
posted on SMNs giving the users a warning if a privacy
leak exists in that content.

e Technique 2 - Privacy Patroller (Figure [3p). This is a
SMN crawler that will randomly look at a user’s pages,
screening for privacy leaks and alerting the user of po-
tential leaks in their content. Content will automati-
cally be removed after 24 hours.

e Technique 3 - Chaperone bot (Figure [3c). A user can
add a chaperone bot as a friend on SMNs. The chap-
erone bot will give the user friendly suggestionsbased
on type and frequency of privacy leaks on SMNs.

e Technique 4 - Category Tagger (Figure 3d). A user
can select the category that the visual content belongs
to before being uploaded to SMNs. Once tagged, an
automated system will check for content compliance
with tag. If it does not fit the category, the user is no-
tified of new category tag options based on the models
predictions.

e Technique 5 - Privacy Scorer (Figure[3g). The user will
be monitored based a privacy score. The bot will mon-
itor the user’s content after posting. In this case, a per-
son who has a higher privacy score will be monitored
more closely than some one who has a lower score.
The privacy scorer will updated the user on changes in
their score and alerts about privacy leaks.

e Technique 6 - Server app (Figure [3f). The SMN will
screen visual content before uploading to platform. We
suggest collaboration with SMNs to provide enforce-
ment of user compliance and techniques.

e Technique 7 - Interceptor (Figure [3g). With the SMN
applications, users will agree to let the SMN intercept
the camera and gallery to flag and block content that
should not be selected for posting. If the user wants
to query why the content was blocked, the system will
give a description of the identified leak in the content.



e Technique 8 - Redactor (Figure [3h). Using the SMN
application, the users will be able to use redaction tech-
niques (See Privacy protection) to add secure distor-
tions to visual content.

With our techniques, we can understand their usefulness by
factoring in the frequency of engagement from users, con-
ducting user studies of the techniques before deployment,
and observing the privacy score behaviors among the users.
To further help users understand and use our application,
we will create a tutorial on how the system works and give
the users control to override the system’s decision. With
these techniques, it will allow user’s of all ages to engage
and reflect on their visual content practices on SMNs. To
make this application transparent for everyone, we hope to
include features to support user’s with disabilities.

3.2. Privacy protection

The privacy of user’s is the number one concern for
SMNs. These platforms have to create ways to protect the
users from others and potentially themselves. On SMNss,
content can be posted without any pre-screening or post-
screening procedures, with this proposed system we are
implementing several screening mitigation techniques that
will secure users’ information. This endeavour will help
us monitor visual content from SMNs for consumer privacy
and protection. This research will subsequently protect ev-
eryday users from invasions of privacy, whether the action
is accidental or intentionally made. In an effort to protect
users, we propose a redaction spectrum that will allow them
to do so. Users may want to share images but hide parts of
its’ content. Web crawling systems may be collecting baby
images and credit card information among other things for
nefarious reasons. We propose a spectrum of techniques to
obfuscate visual content from other users or machines (Fig-

ure ).

Block picture Censor Blur Adversarial Noise Show picture

Figure 4. Spectrum of visual content redaction techniques

Once a visual content privacy leak is detected, we can
handle it in various ways. The first option is to block ob-
jects in the picture. This will remove the content and/or the
user’s affiliation with the content from SMNs. The second
option is use a censor. Censoring is essentially removing
a person or object from the visual content and it will in-
sert a blank space where the object once existed. The third
option is to blur content. Blurring the content will allow
the user to have some control over what is being seen with-
out causing too much distortion. The surrounding objects

will still remain visible and the leaked object will be less
visible but not removing them. The fourth option is to use
adversarial noise [2]. We believe that adversarial noise will
be important feature added to visual content to help protect
SMN users from computer attacks. By adding a few pixels,
we could (1) impede their ability to learn anything from the
visual content even if it is in their possession, and (2) still
allow the images to be visible only to humans.

4. How Biases in Computer Vision and Data
Inadvertently Affect Applications

When seeking to create applications to track and detect
potential privacy leaks in photos, concerns regarding poten-
tial biases in the data collection process are to be expected.
Seeking to prevent skewed data is imperative in ensuring a
positive user experience, especially with the privacy detec-
tion tool used in our research. Accuracy and consistency
are factors that play into improving this experience, both of
which were taken into account at the beginning of the data
collection process.

The “’baby” privacy category was of particular concern,
being that the skin tone range of babies varies, a fact that
can create unintended biases. Disproportionate representa-
tion in a data set can result in a higher chance of a particular
racial demographic being flagged. While part of the goal
of the privacy detector is accuracy, disproportionate predic-
tions leave underrepresented groups at a higher risk of pri-
vacy leaks. Along with flagging accuracy, inaccuracy is of
great concern. In our model, there was a consistent con-
fusion between that of babies and adults. Along with this,
identification’s (eg. Permit, license, school/work) were be-
ing incorrectly predicted as babies and passports were being
incorrectly predicted as licenses. Being that licenses and
passports are both government issued identifications (IDs)
that can lead to privacy risks, the confusion between the two
is not as severe. However, the incorrect flagging of babies
vs adults and IDs vs babies is an obvious error that could
influence whether or not the user trusts the detection model.

5. Effects on Mitigation Techniques

Throughout the research process, various mitigation
techniques are being designed to improve the process for
users. Thus, inaccuracy from biases could trickle into these
systems and if significant, they can cause major issues in
the overall user experience. While following techniques
(section 3.1) seek to resolve such biases, they can help to
contribute if they are not implemented properly.

e Messages and Warnings - Frequent messages alerting
users about potential security concerns regarding their
posts can slowly turn into a nuisance, especially when
such alerts are inaccurate.



e Interceptor - The Interceptor’s (Section 3, Technique
7) goal is to intercept the camera and gallery to flag
and block content that may pose as a privacy risk. Be-
cause errors in flagging accuracy can result in inaccu-
rate interceptor flagging, users may experience confu-
sion and frustration with an application that prevents
them from uploading photos that do not pose as a se-
curity risk.

e Privacy Patroller - The Privacy Patroller functions is to
automatically delete potential privacy leaks 24 hours
after they are flagged, especially if a user is away from
their account for long periods of time. While the pa-
troller takes an extra step to ensure that all potential
leaks are blocked, it can frustrate users whose content
are falsely flagged.

e Privacy Scorer -Inaccurate predictions can negatively
impact users privacy scores, thus resulting in increased
surveillance on their account. Misrepresentation in
data can result in higher privacy scores for users whose
content would otherwise be considered ’safe’.

e Category Tagger - The goal for human computer inter-
action is to give users options and improve their expe-
rience, but users may inaccurately tag photos. Such an
issue could result in the SMN failing to detect the user
has selected the wrong category, which could increase
the chances of a privacy leak.

6. Trade-offs for Users and Computer Models

Wearable technology is opening up many avenues for op-
portunity with applications, however this technology will
require new techniques to preserve users privacy.This tech-
nology captures pieces of the user’s life that is not nor-
mally shared through photography. Wearable technology
can elicit a variety of private information to be shared like
credit cards, content on computer screens, house keys, and
even jeopardize the privacy of bystanders [5]].

7. Discussion: What Do The Users Think?

In this study, we conducted a survey that investigated pri-
vacy perspectives of SMNs users. From this survey, we no-
ticed several trends from the responses. Over 87% of par-
ticipants agreed that visual content containing credit cards,
driver’s license, house keys, phone numbers, social secu-
rity cards, passports and birth certificates are privacy leaks.
Only 29% of participants agreed that content of babies and
minors is a privacy leak. The participants ranked the dan-
gers of privacy leaks in this order (highest threat- lowest
threat): burglary, stalking, financial threat, identity theft,
and lastly, explicit websites. Among these dangers, the cat-
egories with the highest threat are: identity and asset. From

this survey, we began to collect more data focusing on the
users concerns.

8. Conclusion

As SMNs continue to grow in popularity, they become a
powerhouse for privacy leakage due to the change in social
culture, development of features, and audience. This re-
search will impact everyday users and non-users of SMNs
by providing a mechanism to identify sensitive informa-
tion found in visual content posted on SMN. With the im-
provements in understanding privacy leaks on SMNs, we
can lower the amount of malicious, financial and personal,
attacks made on these platforms. This research will im-
pact everyday users and non—users of SMNs by providing a
mechanism to identify sensitive information found in visual
content posted on SMNs. To accomplish creating this sys-
tem effectively, it is important to remain user-centered and
consider the models’ transparency, fairness, and account-
ability.
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